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QUESTION 1 [10x2 = 20] 
  

1.1. Any characteristic of a population distribution may properly be referred to as a 
a.) standard deviation. 
b.) standard score. 
c.) raw score. 
d.) standard error. 
e.) parameter. 

1.2.Characteristics of a population are called , while those of a sample are 
termed . 

a.) statistics; measures d.) statistics; parameters 
b.) parameters; statistics e.) none of these 
c.) statistics; variables 

1.3. A population is: 
a.) anumber or measurement collected as a result of observation 
b.) a subset of a population 
c.) a characteristic of a population which is measurable 
d.) acomplete set of individuals, objects, or measurements having some 

common observable characteristics 
e.) none of these 

1.4 Your statistics class 
a.) is a representative sample of your college student body 
b.) is not a representative sample of your college student body 
c.) is not a sample of your college student body 
d.) none of the above 

1.5. Inferential statistics 
a.) refers to the process of drawing inferences about the sample based on the 

characteristics of the population 
b.) is the same as descriptive statistics 
c.) refers to the statistical methods used to draw inferences about a 
population based 

on sample information 
d.) is the same as a census 
e.) none of the above answers is correct. 

1.6. Which of the following is NOT a valid reason for selecting a sample instead of 
studying the whole population? 

a.) The cost of studying an entire population may be too high. 
b.) The population may be at least partially destroyed in the process of 

studying it. 
c.) Studying the entire population might be too time consuming. 
d.) All of the above are valid reasons for sampling.



1.7. Suppose we sample by selecting every fifth invoice in a file after randomly 
obtaining a starting point. What type of sampling is this? 

a.) simple random sampling 
b.) cluster random sampling 
c.) stratified random sampling 
d.) systematic random sampling 
e.) None of the above 

1.8. The sampling method typically will require a larger sample size than 
other methods; however, the close proximity of sample elements can be cost- 
effective. 

a.) simple random 
b.) cluster 
c.) stratified 
d.) systematic 
e.) None of the above. 

1.9. All possible samples of size n are selected from a population, and the mean of 
each sample is determined. The mean of the sample means is 

a.) Exactly the same as the population mean 
b.) Larger than the population mean 
c.) Smaller than the population mean 
d.) Cannot be estimated in advance 
e.) None of the above 

1.10. The tells us that the distribution of all possible sample means will 
be approximately normal for reasonably large sample sizes. 

a.) Central Limit Theorem 
b.) Mean Limit Theorem 
c.) Combination Theorem 
d.) Estimation Theorem 
e.) None of the above is correct. 

QUESTION 2 33 

The data below represents the annual rainfall (mm) recorded over forty farms across 

Namibia in 2018, 

250 600 553 295 210 389 400 625 850 723 

157 423 300 239 487 535 762 532 672 678 

522 435 628 456 239 863 764 433 677 245 

342 296 456 586 349 421 568 825 924 598 

2.1 Summarize the data in a frequency distribution with classes of equal width of 100 

rand, starting at 100 - <200 ;200 - <300 ; ext. (6)



2.2Use the data obtained in 2.1 to draw a histogram and a polygon (6+4=10) 

2.3 Use the grouped data set produced in 2.1 to calculate and interpret the 

2.3.1. mean (5) 

2.3.2 median (5) 

2.3.3 mode (5) 

2.3.4 Based upon your measures of central tendencies calculated, comment of the 

shape of the distribution (2) 

QUESTION 3 [30] 

3.1) The Ministry of Education revealed that in a random sample of two hundred 
new Grade 1 learners, exactly one hundred and thirty eight of the are fully 
bilingual. 

Write down ONLY the letter corresponding to your choice next to the question 

number. 

3.1.1) What part of this sample of Grade 1 learners is fully bilingual 
a) 0.96 b) 0.69 c) 1.38 d) none of the provided (2) 

When constructing a confidence interval estimate for the single unknown population 
proportion { 1r} of Grade 1 learners who is fully bilingual:- 

3.1.2) What critical value will be used? 
a) t b) z Cc) v d) none of the provided (1) 

3.1.3) Compute the Standard Error of estimate 
a) 0.2139 b) 1.0695 c) 0.0327 d) none of the provided (2) 

If you construct a 90 % degree of confidence interval estimate for the 
population proportion of successes. 

3.1.4) What critical value will be used? 
a) 1.645 b) 1.96 c) 2.575 d) none of the provided (1) 

3.1.5) What will be the lower limit (LL) for this confidence interval estimate? 
a) 0.05379 __b) 0.63620 c) 0.69 d) none of the provided (2) 

3.1.6) What will be the upper limit (UL) for this confidence interval estimate?



a) 0.69 b) 0.05379 c) 0.7438 = d) none of the provided (2) 

3.2 In amultiple choice question, there are five different answers, of which only 
one is correct. The probability that a student will know the correct answer is 
0.6. If a student does not know the answer, he guesses an answer at random. 

3.2.1) What is the probability that the student gives the correct answer? (4) 

3.2.2) If the student gives the correct answer, what is the probability that he 
guessed? (6) 

3.3 Alab orders 100 rock samples a week for each of the 52 weeks in the year for 
experiments that the testing centre conducts. Prices for 100 rock samples 
follow the following distribution: 

Price (x): $10.00 $12.50 $15.00 
Probability p(x): 0.35 0.40 0.25 

Write down ONLY the letter corresponding to your choice next to the question 

number. 

3.3.1) Find P( x < N$ 12.50) (2) 

a) 0.35 b) 0.40 c)0.25 d)0.65 ~~ e) None of the provided 

3.3.2) Find the average price for the rock samples (3) 

a) N$ 12.50 b)N$ 12.15 c)N$ 12.25 d)N$13.25 e) None of the 
provide 

3.3.3) Find the variance for this distribution (3) 

a) 3.74 b) 4.25 c) 3.48 d) 3.69 e) None of the 
provided 

3.3.4) Find the variance for this distribution (2) 

a) 1.93 b) 1.92 c) 1.87 d) 1.92 e) None of the 
provided



QUESTION 4 [17] 

The following table shows the information of House sales given in quarters. 

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

            

House 

Period | sales 

2003 | Q1 54 

Q2 58 

Q3 94 

Q4 70 

2004 | Q1 55 

Q2 61 

Q3 87 

Q4 66 

2005 | Q1 49 

Q2 55 

Q3 95 

Q4 74 

2006 | Q1 60 

Q2 64 

Q3 99 

Q4 80 

5.1 Use the data provided to construct a scatter plot (5) 

5.2 Use the least squares regression to compute the estimated straight line trend 

equation starting with x=1 at 2003 - Q1. (9) 

5.3. Use the trend line to estimate the value house sales for Q1 of 2007. (3) 

XXXXXXXXAXXAXAXXAXKKKKK KKK KK END OF EXAMINATION XXXXXXXXXXXXXXXXX



APPENDIX A 

Populationmean, rawdata 

Samplemean, rawdata 

x 

n 

Weighted mean 

Wy Xy + Wo Xo + 

Wy + Wo + 

Geometric mean 

eM = V(X1) (Xo) (K3) .... (Kn) 

Geometric mean rate of increase 

Value at end of period 
GM = 3) —————_______—_ - 1.0 

Value at start of period 

Sample mean grouped data 

__ £35¢ 
rH 

n 

Median of grouped data 

n 
7 CF 

Median = L + (Class width) 

Mean deviation 

y1x-%] 
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MD = 

Linear regression equation 

Y=a+hx 

Sample variance for raw data 

Dd) &- %)” 
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-1 
s? = 

Sample variance, raw data computational form 
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Sample standard deviation, rawdata 

Sample standarddeviation, grouped data 

Coefficient of variation 
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Location of percentile 

( 1) s n+ nemo 

*e 00 

Pearson' s Correlation coefficient 
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rc 
  

Correlation test of hypothesis 

crV¥n-2 

Vi-x? 

Population standard deviation for raw data 
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N 

Population variance for raw data 
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N 

Slope of regression line 

n (2 XY) - (2X) (LY) 
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be 

Intercept of a regression line 
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ni / 

The Range 

Range = highest - lowest  



APPENDIX B: ADDITIONAL FORMULAE 
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APPENDIX A: The Standard Normal Distribution 
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APPENDIX B: The t-distribution 
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